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As the networks, we use to overcome the importance of our actual 
physical data virtual worlds become a more accurate representation of 
our surroundings. Virtual worlds and metaphysics go hand in hand during 
a matrix of accidental AI within the sort of statistical data collected about 
our activity. once we wonder about the likelihood of virtual versus real 
we must consider our need for a metaphysical reference to the 
technology which matches beyond the info. Our connection to the 
important world is lost once we fail to understand the potential of the 
networks we use. During this talk, the speaker will engage the audience 
to look for or explain differing types of metaphysical experiences and re-
evaluate them as a part of a paradigm for artistic endeavor. As we enter 
an age where computers will not be limited in computing power so to 
will the artists be liberal to be unlimited in their creativity? We currently 
sleep in a dark age metaphorically speaking when it involves 
communications between individuals not only on but also off the grid. 
Though all folks are connected through technology the utilization of 
those tools at a better level of communication remains in its infancy. 
Metaphysics is assumed of as something illusory or spiritual but most can 
claim to possess experienced a flash in time whereupon time itself 
represented itself as something intangible. As humanity moves into this 
new cyber-terrain where physics takes on less significance than 
metaphysics we lose sight of the potential of humanity behind the 
benchmark of computational ability. it's become more important to 
stress and make new languages for computers and scientists to use 
instead of to make a replacement set of standards by which humans are 
often measured. The speaker plans to debate the present state of 
computing because it relates to the engagement of the viewer with 
relevant relativistic content. 
 
In this paper, we propose a completely unique method for building an 
animation model of a real physical body from surface scanned data. The 
human model is emerged by a triangular mesh and described as a 
layered geometric model. The model consists of two different layers of 
the control skeleton structure generating body animation from the 
motion capture data, and therefore the simplified surface model 
providing an efficient representation of the skin surface shape. The 
skeleton model has generated automatically from surface scanned data 
using the feature extraction, and then a point-to-line mapping is 
employed to map the surface model onto the underlying skeleton. The 
result simulated model enables real-time and smooth animation by 
manipulation of the skeleton structure while maintaining the surface in-
depth detail. Compared with the earlier approaches, the principal 
advantages of our approach are the automated generation of body 
control skeletons from the scanned data for real-time animation, and 
therefore the automatic mapping and animation structure of the 
captured human surface shape. The human model constructed during 
this work are often used for applications of ergonomic design, garment 
CAD, real-time simulating humans in the computer game environment 
then on.  
 
People are all around us. They inhabit our home, workplace, 
entertainment, and environment. Their presence structure and actions 
are noted or ignored, enjoyed, or disdained, analyzed, or prescribed. The 

very iniquitousness of people in our lives poses a tantalizing 
challenge to the computational modeler: people are directly the 
foremost common object of interest and yet the foremost 
structurally complex. Their everyday movements are amazing yet 
demanding to breed, with actions driven not just mechanically by 
muscles and bones but also cognitively by beliefs and intentions. 
Our motor systems manage to find out the way to make us move 
without leaving us the burden or pleasure of knowing how we did 
it. Likewise, we find out how to explain the actions and behaviors 
of others without consciously battling the processes of 
perception, recognition, and language. 
 
So why are we willing to assimilate the truly artificial reality of 
cartoons {characters created and moved entirely unlike \real" 
people {yet be skeptical of more human-like forms? This question 
holds the key to our physical Turing Test: because the appearance 
of a personality becomes more human, our perceptual apparatus 
demands motion qualities and behaviors which feel for our 
expectations. As a cartoon character takes on a person's form, the 
sole currently viable method for accurate motion is that the 
recording of a true actor and therefore the tracing or transfer (to 
rotoscoping) of that motion into the animation. Needless to 
mention, this is often not particularly satisfying to the modeler: 
the motion and actor must exist before the synthesized result. 
Albeit we recorded thousands of individual motions and retrieved 
them through some quite indexed video, we might still lack the 
freshness, variability, and adaptableness of humans to measure, 
work, and play in an infinite sort of setting. 
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