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Abstract
Educational data mining and learning analytics encourages
developing methods for discovering student learning
patterns and behaviors by investigating the distinct set of
data available in learning environments. Researchers in this
field of domain have developed useful models by exploring
data from different learning environments. Most of the data
used by these researchers come from computer based
learning environment where datasets can be easily fetched
and analyzed. For the goal of educational data mining to be
fully realized, researchers must engage in investigating data
from every learning environment, either in computer based
learning environment or traditional learning environment;
or institutions with information management systems or
not. With is this view in mind, this research aim to expose
the experience during data collection at two public
universities in Bayelsa state, Nigeria. The research describes
the data collection process and highlights the challenges
faced. The research concludes by encouraging researchers
to share their data collection experiences to help future
researchers to be adequately prepared and encourage
educational data mining researchers to support the goals of
the educational data mining community by studying
students from every learning environment.

Keywords: Data collection; Educational data mining; Data
cleaning

Introduction
Data mining in education is concerned with the exploration of

the unique set of data available within the education
background and making use of the acquired knowledge to
understand and improve students’ learning outcome and their
learning environment [1]. From the reviews of Baker and Yacef
and Romero and Ventura some areas where EDM is successfully
applied are improvement of student models, analysis of domain
structures, prediction of students ’  performance, identifying
student learning behaviours and personalizing student
recommendation system [2,3]. The following sources for
analysing educational data highlighted in [4] include Learning
Management Systems, Information systems used in managing
student information, Intelligent Tutoring systems for training

specific skills with data available at online repository, social
media, questionnaires or forums online. Romero and Ventura
broadly describes traditional education and computer-based
educational systems as the types of educational environments;
noting that while traditional education focuses on apply
traditional methods of teaching and student data collection
(although some form of computer systems can be incorporated
in this method); computer based education solely makes use of
computers for instructing and managing student information [5].
The computer-based educational systems store student
information in file logs; with access to these files, analysis done
can improve aspects of the system and provide students with
the help they require [6,7]. For traditional education, access to
student information requires gathering information from
different sources, even in cases where institutions make use of
information systems, educators have to observe and note down
student behaviours and learning outcome, although this can be
tedious, knowledge from this learning environment is required
to improve learning within this area. Even with the
developments in educational technology, many higher
institutions in developing countries are yet to incorporate these
technologies into their education system [8,9] . In Nigeria, many
public universities make use of computers only as a means of
storing student details and results, with little information on
student learning process or behaviour. This research looks at the
available recorded data at two of such universities in Nigeria
with the aim of revealing the data collection experience. These
institutions owned by the state and federal governments are
located in Bayelsa state. The paper describes the entire data
collection process, highlights the challenges witnessed, offers
discussions on the dataset and the process of gathering the
data, and provides recommendations for future studies.

Literature Review
Data collection or gathering in educational data mining has

majorly focused on data available at online data repositories.
From the survey of Romero et al. online platforms are data
banks for gathering educational data [10]. Platforms such as
Massive Open Online Course (MOOC), Intelligent Tutoring
System (ITS) and Learning Management Systems produce
gigantic data on regular basis that is easily accessible for mining
[11-14].
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Some researchers in their work describe the learning
environment of the dataset used in their research. For example,
in the work of Mueen et al. they collected data from a learning
management system for undergraduate students who took two
programming courses over a period of two semesters to predict
and analyse students ’  academic performance from their
academic records and forum participation [15,16]. Ahmed and
Elaraby obtained dataset from a student ’ s database in one
department to predict student performance in the department
[17,18]. Costa et al. analyzed the effectiveness of educational
data mining techniques in identifying academic failure in
introductory programming by analysing dataset extracted from
two sources, an online distance education system and an on-
campus programming course with information about student
information details and course activities [14]. Hernández-García
et al. also described the data source environment as Moodle
database and stated that they used an extraction,
transformation and loading process to provide the pointers they
needed in the research to predict the group assessment for
teamwork [19].

Other researchers described the dataset but failed to discuss
the learning environment where they collected the data. In their
work, Guarín et al. mentioned the institution where they
collected the data and gave detailed description of the dataset
with no detail of the environment where they got the dataset
[16]. Oyerinde and Chia in their work of predicting students’
academic performance using multiple linear regression barely
described the data source environment by stating the name of
the data source [12]. In the work by Mythili and Shanavas they
stated the source of their data as database, with no information
about the institution or learning environment [18]. The work of
Yassien et al. described the dataset and only stated the
institution of the data source with no mention of the learning
environment [20].

The review above shows that while some researchers explain
their data source environment; others focus on describing the
set of data used but fail to describe the environment of the data
source. Although, the dataset is more important in discovering
knowledge and patterns, it is also important to understand and
explain the environment where these dataset originates from to
promote the growth of educational data mining in every
learning environment.

Method
• The research follows the method depicted with the aid of the

diagram labelled in Figure 1. The diagram shows the entire
process followed and below is a brief description of the
process:

• Distribute letters: This step handles the distribution of letters
to the universities to seek their permission for the gathering of
data from the institutions.

• Meet with stakeholders: Meeting with the authority of the
universities to discuss the pattern of data collection, this
meeting allowed the researcher and the stakeholders to agree
on terms regarding the data offered and privacy for the
students.

• Collect secondary data from available sources: This is the data
collection stage, where the researcher engaged in gathering
secondary information available in both universities from
different locations and sources.

• Distribute questionnaire to low performing students: This
involves distributing questionnaires to low performing
students to gain more information about them that is not
available in the secondary information collected at the
university.

• Collect responses from students: These are the collected
responses from the low performing students, aiding in the
provision of relevant features for the research.

• Collate data into one format: This combines the secondary
data collected in different formats and sources, and the
primary data collection from the low performing students. This
step involves collating all the data into manageable files using
the Microsoft Excel spreadsheet package.

• Clean data: After collating the data into one format, this stage
involves ridding the data of incomplete records and handling
errors found in the data. Cleaning of data is required in data
mining to ensure the data has quality.

• Data set for mining: Data set for mining is not a step but rather
a product or output of the cleaned data from all the data
gathered. This is the dataset ready for knowledge mining.

Figure 1: Data collection process.

Data collection preparation
• To prepare for the data collection, the researcher engaged in

the following:
• Gaining ethical approval for the research: For the research

ethical approval stage, after presentation and acceptance of
the research proposal, the school ethics committee granted
approval to carry out the research work.

• Obtaining letters for distribution to the universities for data
collection: The researcher obtained letters for distribution to
the universities from dean of the faculty.

• Distributing and obtaining approval from the universities to
commence data collection: These letters were distributed and
an ample amount of time given while waiting for feedback
from the universities.

With feedback and approval from the universities, the
researcher embarked on the data collection journey. The result
from this experience explained in detail follows in the next
section.
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Results
The research carried in the two public universities shows two

different pattern of data storage and access. The state owned
university has a faculty officer and an examination officer; the
faculty officers handle the storage of student data, which are
available in spreadsheet format while the examination officers
handle the storage of student results available in printed hard
paper copy or pdf format. The federal owned university has an
examination office that handles the storage of student records
and the data are available in spreadsheet format, the student
record available for this institution are the records of final year
students alone, students of different level only had result
information.

The state owned university ensured that students provide and
store all their details during registration in their first year and
continually update this information as they progress in their
study. According to the information relayed to the researcher by
the head examination officer, the federal owned university
deems it fit to collect these details for storage at the final level
of students to enable them process students graduating for that
session for the National Youth Service Corps (NYSC) programme.

Document gathering
The data gathering process were different for both

universities. The time spent on gathering the data for both
universities took about seven weeks from the letter distribution
to the data collection stage.

The federal owned university with the examination office
received the memo sent by the registrar of the institution to
assist the researcher by sharing all the available information
ensuring the identity of the students are kept private. With the
authorization received from the registrar, the head exam officer
directed the junior exam officer to transfer the available data to
the researcher. The office makes use of excel spreadsheet to
store all the student details and result information. As the
researcher waited, the junior officer removed all information
that could easily identify students and gave the data to the
researcher through a USB flash drive. To ensure the data is in the
device, the researcher checked through the researcher’s own
laptop to confirm. The researcher noticed the small amount of
data and enquired about it; the head exam officer made the
researcher understand that the data available at the
examination office is for final year graduating students alone.

For the state owned university, the researcher met with the
deputy vice chancellor academics (DVC Acad.) of the university
who is in charge of handling all information related to students’
academics. The DVC Acad. assisted the researcher by sending
out memos to all faculty deans to assist the researcher in the
data gathering. The deans assisted by sending out memos to
their heads of departments, faculty officers and faculty
examination officers. With all deans and faculty sections
notified, the intention of the researcher was to collect data from
one faculty and then move to the next faculty. However, the
researcher experienced delays in response from faculty officers
and examination officers and decided to combine two or three
faculties depending on the rate of response. Meeting with each

faculty officer was mostly productive on the same day with few
exceptions where the faculty officers postponed the data
collection for a later date. The faculty officers stored the student
details in spreadsheet files and gave the researcher the data on
USB flash drive. The student result data collection involved
meeting with examination officers within departments; for some
departments where the examination officers were unavailable,
the heads of departments provided the data, which were either
in pdf files or paper hard copy files. The researcher transferred
each file collected through USB flash drive immediately into the
researcher’s laptop and stored all paper hard copy files in a file
jacket.

At the end of the data collection, the researcher gathered all
the files received from both universities and stored them in two
different folders for collating and cleaning.

At the end of the data collection, the researcher gathered all
the files received from both universities and stored them in two
different folders for collating and cleaning.

Questionnaire gathering
The data collection at the university shows many irrelevant

features that would not assist the research fulfil its aim.
Therefore, another means of collecting more features became
necessary and the best option is the use of questionnaire to
acquire more information from students.

The researcher recognized that the federal owned university
had information for only graduating students and that makes it
difficult to locate the students to distribute questionnaires since
they had finished their course and left the university premises.
Hence, the questionnaires distributed were only to students in
the state owned university.

To design the questionnaire, the researcher reviewed related
literature to discover relevant features and listed out these
features to help the research achieve its goal. From the features
listed out, the researcher designed a questionnaire to help
collect more features that are relevant from students.

The distribution of the questionnaire required the help of
university staffs and three research assistants to identify,
distribute, and retrieve questionnaires from the students
identified. The research assistants helped in distributing the
questionnaires while the staffs helped in communicating with
and identifying low performing students. The researcher
distributed a total amount of six hundred and fifty (650)
questionnaires to low performing students in different faculties
and levels in the university. Some students filled the
questionnaires immediately while others opted to fill and return
it back. The researcher and research assistants ensure students
understood the questions and were willing to participate in the
research, they also helped to clarify students in areas they were
confused. The total number of correctly filled questionnaires
retrieved by the researcher is four hundred and twenty seven
(427).
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Discussion
The data collected from the federal owned university

contained little incomplete information; this could be because of
the size of the data. The complete data the researcher received
from this institution is about four hundred and seven six (476)
records; from the complete dataset, one hundred and eleven
(111) records are students with CGPA less than 3.0. The research
focus is on low-performing students using 3.0 as the benchmark;
therefore, one hundred and eleven (111) records is the dataset
acquired from this institution. For the state owned university,
incomplete and inaccurate data made up a huge number of the
data collected. The student details collected from this university
is about ten thousand four hundred and seventy two (10472)
records; after manually inserting CGPA from the pdf files or
hardcopy paper, the total number of students with CGPA is five
thousand six hundred and thirty one (5631) records. Three
thousand four hundred and eighty one (3481) records formed
students with CGPA less than 3.0, which is the dataset collected
from this university.

For the data collection process, the state owned university
made the entire process tiresome, a student records
department where all student records can be stored would have
made the process a lot easily. The federal owned university with
the examination office failed to gather all students’ records but
rather focused on final year level students alone; this in itself
cannot produce a generalized model for the university.

During data collation, with the few records available in a
spreadsheet format from the federal owned university, the
researcher wasted no time and only had to sort student CGPA
and extract students with CGPA less than 3.0 into another
spreadsheet file. The process of collating the records obtained
from the state owned university required a lot of time. First, the
researcher arranged the student data collected from faculty
officers into one spreadsheet file with each faculty having a
sheet of its own to enable easy management of records, then
added a new field called CGPA to all faculties. Next, the
researcher manually keyed in the CGPA for each student record,
which consumed a huge amount of time because of the size of
the data. The researcher also spent time verifying that each
CGPA keyed in tallies with the student data and that the figure is
accurate. With the CGPA added to the dataset, the researcher
sorted the CGPA field to extract all students with CGPA; this set
of data for all faculties moved into a new spreadsheet file and
sorted to get students with CGPA less than 3.0.

Data cleaning considered as an important step in the pre-
processing stage of data mining handles the detection and
removal of errors and discrepancies from data to improve its
quality [13]. To ensure the dataset collected from the two
universities are of high quality, the researcher handled the
cleaning of data by ensuring that all records are complete and
within required boundaries and also removed all
inconsequential fields regarding the research purpose. Cleaning
the data gotten from the federal owned university required less
time and effort as the size of the data is small. The researcher
noticed only two incomplete values in the dataset, one record
with no value for sex of the student and the second record has

no value for state of origin of the student. With only two missing
values, the researcher opted to remove the two records because
the dataset from the university had no field for student names,
which would have assisted prediction of those values. The
cleaning process for the state owned university proved very
challenging because of the huge amount of incomplete data.
There were several records with either no data or incomplete
data, for example, about thirty-three (33) values were omitted
for sex field, sixty-nine (69) values were omitted for date of birth
field (with about twenty (20) incorrect values for year of birth),
and eighty-three (83) values were omitted for state of origin
field. These omitted values occurred randomly for all
departments and some records contained two or more of these
missing values. The data collected from the state owned
university provided names of students; this assisted in predicting
the sex and state of origin of some records. The missing values
for date of birth used average date of birth values of students
within the same department and level to predict the average
date of birth for these records. The researcher also noted that
about fifty-six (56) records had a CGPA of zero (0) and decided to
remove these records because there is the possibility that these
set of students registered for the courses but did not seat for the
examinations; although it is also possible for students to fail all
courses.

The researcher removed all irrelevant fields from the dataset
for both universities, that is, fields that have the same values
across all records. After cleaning the data, the researcher stored
the clean dataset of in a spreadsheet file for mining. The clean
dataset collected from the state owned university and the
questionnaire retrieved from students merged together in one
spreadsheet file formed the main dataset for mining.

Challenges
• Data collection from online data repositories offers huge

amount of data that can be easily located and used [11].
However, the process of physically collecting stored data from
any organization is more challenging and requires a lot of
time. The challenges experienced during this entire research
process are as follows:

• Delays: the amount of time spent in gathering data; from the
time spent on waiting for feedback from stakeholders with
regards to starting the actual data collection, the time spent
on collecting the data, to the time spent on collating the data
proved challenging.

• Locations of data: data was not available in one physical
location in the state owned university; the researcher had to
move from one faculty to another, even at the faculty level,
student details are kept by different faculty officers while
student result information are kept by either the heads of
departments or departmental exam officers.

• Incomplete/Insufficient data: the amount of incomplete data
from the state owned university reduced the amount of data
by almost 50% and the federal owned university with data for
only final year graduating students provided insufficient data.

• Data collation and cleaning: data collation and cleaning was
tedious and required a great deal of attention. With this
challenge, there is the possibility that the researcher might
have made errors due to the large amount of data, although
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the researcher verified severally to ensure these errors were
minimal.

• Relevant data fields: the lack of relevant data fields at the end
of cleaning the data available at the universities created cause
for concern. However, with the help of the questionnaire, the
research acquired more relevant data fields to aid the research
in achieving its objective.

• The challenges experienced during the research were mainly
challenges outside the control of the researcher, as the
challenges required patience, time and a good attitude
towards supporting staffs. In situations where the researcher
could make adjustments to save time like communicating with
two or three faculties concurrently, the researcher wasted no
time.

Recommendations
For future researchers it is essential to map out their plans for

the research and include delays in the planning, as it is inevitable
since stakeholders might not be accessible at the same time.
They are also encouraged to be patient and readily available in
case of unexpected meetings. Researchers must have good
knowledge of the data they need and be willingly to explain
severally to different stakeholders at different times.

During collation and cleaning of data, researchers must
endeavor to be careful to limit errors and look out for duplicate
records. Researchers can plan the daily amount of records for
collation and verify each record to improve its accuracy.

The research recommends better methods of storing data for
the state owned, as the amount of incomplete data made up a
huge amount of the dataset. The research also recommends that
both institutions acquire and store more data, which would offer
more insights about students for research purposes.

Finally, researchers can benefit from knowledge about data
collection experience to assist them in future planning;
therefore, this research encourage researchers in every disciple
to include systematic documentation of observations,
experiences and lessons learned during data collection into their
research activities.

Conclusion
This research contributes to knowledge by describing the

process of data gathering in a traditional learning environment
that makes use of traditional methods to store student records.
The lack of information management system makes gathering
data within this environment demanding and time consuming.
Researchers planning to conduct similar research must be
patient, flexible in dealings with stakeholders and willing to
spend a good amount of time. Further research is encouraged to
offer more insight on data collection experience within this
environment; this would highlight the inadequacies of the
process and encourage these institutions to implement
information management systems in their institutions. Although
gathering data in this form is challenging and time consuming, it
is also essential in order to support the goals of educational data
mining in every learning environment.
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