Multi-Scale Regional Groundwater Model Development and Calibration

Abstract

As an important groundwater resources management tool, groundwater flow model has been extensively used for estimating water balance and flow dynamics of aquifers. In addition, regional-scale flow model with coarse grid can provide hydrologic context to establish boundary conditions of the site-scale contaminant transport model with fine grid. In this study, a regional groundwater flow model is developed for a hydrogeological drainage basin, and calibrated using water level measurements. Particle tracking is then conducted to estimate the travel path of contaminants from the potential sources, which helps to define the domain for transport sub-model. Parent-child grid coupling between coarse flow model and higher-resolution transport model are demonstrated using finite element control volume techniques.
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Introduction

During basin-scale hydrologic modeling, grid coupling is useful when fine grids are required to minimize numerical dispersion in embedded contaminant transport calculation. In some situation, a high-resolution sub-model is required to incorporate into a developed large-scale coarse model to simulate a newly discovered contaminant source. Finite difference (FD), finite element (FEM), and control volume finite element (CVFE) numerical discretization techniques have been used in coupling models. Traditional FD methods require head and flux interpolation with model iteration to minimize the errors caused by abrupt grid size change from a coarse parent grid to a fine child grid [1,2]. On the contrary, FEM and CVFE can handle the transition from the course to fine grids without iteration owing to its inherently flexible grids. While FEM methods have been widely understood, only a few descriptions on CVFE in model coupling are reported in literature [3-5]. In this study, both a coarse-grid and an associated hybrid coarse-fine grid basin model are developed and discussed using CVFE techniques. Grid coupling using CVFE is introduced in Section 2. Next in Section 3 and 4, a basin-scale hydrologic model with CVFE grids is developed using FEHM (finite element heat and mass transfer) code [6] and calibrated by parameter estimation software PEST [7]. Particle tracking is also conducted to assess potential contaminant travel paths. In Section 5, comparison analysis is conducted between results simulated by hybrid model with coarse-fine grid and those by uniform-grid model. The study is summarized and concluded in Section 6.

Materials and Methods

The CVFE method can be described as a block-centered finite difference method on irregularly shaped control volumes. Non-orthogonal connections are allowed so long as they have positive areas. The rules for node spacing and geometry were developed by voronoï, [8]. The voronoï volume is formed by boundaries that are orthogonal to the lines joining adjacent nodes and that intersect the midpoints of the lines [9]. The material balance equations that describe the flow of water discretized via CVFE method may be written for every grid block as:

$$\nabla \cdot \left( \frac{\rho \phi}{\mu} \nabla \phi \right) = - \nabla \cdot \left( \frac{k}{\mu} \nabla P \right) + q,$$

(1)

where, \( \eta_i \) is the set of neighbor nodes of \( i \), \( V_i = \sum_{\eta_i} d_i \) is the Voronoï volume associate with node \( i \), \( A_i = \sum_{\eta_i} \nabla N_i \) is the area between connected nodes \( i \) and \( j \), and \( d_i \) is the distance between nodes \( i \) and \( j \). \( N_i \) is the usual finite element polynomial basis function, and we have \( N_i = 1 \) at node \( i \), \( N_i = 0 \) at all other nodes. \( k \) is the permeability, \( \rho \) is the water density, and \( \mu \) is the water viscosity. \( n \) and \( n+1 \) indicate the successive time step. \( q \) is the flow source or sink term [Figure 1].
Figure 1b shows the CVFE equivalent to FD in Figure 1a. Obviously, the inherent fixed connectivity of FD requires additional treatment to insure mathematical consistency in resolution transient zone [1]. In contrast, CVFE can easily address the transition between high and low-resolution regions with all connections. It should be noted that when CVFE methods are applied to orthogonal finite difference grids they exactly reproduce finite difference equations in regions other than transition zone. The resolution ratio between parent and child grid can be increased as needed as shown in Figure 2.

Flow model development

The numerical basin model was constructed using the FEHM code [6], which is capable of simulating mass and heat transfer in both confined and unconfined aquifers. For this study, the isothermal confined and unconfined aquifer module was used. The model domain within the drainage boundary is shown in Figure 3. The basin rock was delineated into six stratigraphic units which were implemented in the numerical model by digitizing implied stratigraphic boundaries from a USGS report. The basin topography is derived from DEM data. The model domain is about 55 km by 55 km horizontally, and the vertical elevation is from 1200 m to 3000 m. Based on the geological model, the basin model is discretized into a CVFE grid system consisting of 700,000 nodes of which about 400,000 are active. As shown in Figure 4, the horizontal grid resolution is uniform 500 m by 500 m, and the vertical node space is variable from 20 m to 50 m [Figure 3 and Figure 4].

The two creek drainages in the basin were delineated and digitalized into 25 creeks and gulches (Figure 5). These creeks are simulated as constant head boundaries in the numerical model. The recharge applied to the surface layer was estimated by a simple function of elevation z [10]:

\[ R(z) = \alpha P(z) \]  

Where \( P(z) \) is the amount of annual precipitation falling at elevation z, and \( \alpha \) is the fraction of that precipitation recharging the basin aquifers. Aquifer recharge occurs primarily at high elevations (>7000 ft or 2134 m). In the target region, \( \alpha \) is less than 0.3 at high elevations where most recharge occurs, and \( \alpha \) is zero at low elevations where evapotranspiration exceeds precipitation. Annual precipitation ranges from about 300 to 510 mm between altitudes of 1,680 m and 3,000 m. Using this information, we extrapolate a linear relationship \( P(z) = 300 + (z-1680) \times 0.28 \), resulting in the recharge map shown in Figure 5. The map also shows discharge along the creeks. All discharge occurs to the two creeks and their tributaries only. No inflow or outflow is allowed on the model boundary which is also the drainage boundary [Figure 5].

Flow model calibration [Table 1 and Figure 6]

Head measurements from 98 wells are used to calibrate the 3D basin model (Figure 6). The horizontal and vertical permeability of the 5 layers (excluding the layer 1 bedrock) are considered homogeneous and chosen as the estimated targets. As shown
in Table 1, the initial permeability values are chosen according to the USGS report and the calibration are performed using PEST code. As shown in Figure 7a, simulated heads don’t match the measurements very well, especially at locations of high elevations. The large discrepancy between the simulated and measured heads might be due to the assumption of uniform permeability for each layer [Figure 7].

To address this challenge, pilot point’s method in PEST software is applied for the basin model calibration. Instead of uniform values on each layer, pilot points calibration estimate permeability in pilot points at specified locations of each layer. The number of pilot points is 22, 11, 23, 17, and 48 at layer 2, 3, 4, 5, and 6, totaling 121 for the calibration. It should be noted that the number of parameters to be estimated is the number of pilot points. Inverse modeling with so many parameters may cause ill-posed issue. Truncated singular value decomposition technique is used to reduce the parameter space dimension. By assuming the permeability parameter as a random field, the values of permeability at every node of the layer are interpolated using those values at pilot points by geo-statistical techniques (e.g., krigging). Figure 8a presents the heterogeneous permeability of the top layer (layer 6) estimated by pilot points calibration. The heterogeneous permeability field of each layer is input to the basin model to simulate the flow dynamics and the resulted heads on the top layer are shown in Figure 8b. It is seen that overall trend is that heads decrease from the peripheral mountain area to the central north drainage zone, generally in line with the topography and applied recharge. The simulated heads at observation wells are compared to the measurements, and the close match demonstrates considerable improvement by using the pilot point calibration over the traditional calibration approach (Figure 7b) [Figure 8].

To facilitate development of transport model, potential flow paths for the contaminant should be evaluated. Particle tracking methods are implemented to simulate the moving tracks of synthetic contaminants released from the targeted sources with the simulated flow field by the basin model. The simulated path lines indicate the pollutants from the sources will be discharged to the two creeks north of the site (Figure 9a). The average travel time the layer 3, 4, and 5 are 690, 538, and 280 years, respectively (Figure 9b). The particles from the lower layers move slower because they have to cross the low permeable layer 4 northward and upward. The particle tracking also suggests that the transport model domain (Figures 6 and 10) is appropriately defined and covers the entire potential contaminant transport area [Figure 9].

### Table 1. Estimated permeability of stratigraphic units represented in the model (Layers are indexed from bottom to top at Figure 3 and Estimated by traditional calibration).

<table>
<thead>
<tr>
<th>Layer</th>
<th>Color in Figure 3</th>
<th>Horizontal Permeability ($m^2$)</th>
<th>Vertical Permeability ($m^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Initial</td>
<td>Calibrated</td>
</tr>
<tr>
<td>1</td>
<td>Dark blue (bedrock)</td>
<td>1.00E-18</td>
<td>fixed</td>
</tr>
<tr>
<td>2</td>
<td>Orange</td>
<td>3.00E-13</td>
<td>2.30E-13</td>
</tr>
<tr>
<td>3</td>
<td>Yellow</td>
<td>3.00E-13</td>
<td>2.60E-13</td>
</tr>
<tr>
<td>4</td>
<td>Red orange</td>
<td>6.00E-14</td>
<td>4.60E-14</td>
</tr>
<tr>
<td>5</td>
<td>Dark green</td>
<td>3.60E-13</td>
<td>3.20E-13</td>
</tr>
<tr>
<td>6</td>
<td>Light green</td>
<td>7.20E-14</td>
<td>7.50E-14</td>
</tr>
</tbody>
</table>

Figure 5: Recharge map input to the basin model. Positive values indicate discharge along the creeks, and negative values represent recharge zone whose elevation is above 7000 feet (2134 m).

Figure 6: Observation wells in the basin. Flow model domain is delineated by red lines, and the transport model domain is outlined by blue rectangle in which the red cross indicates the potential pollution source.

Figure 7: Observation wells in the basin. Flow model domain is delineated by red lines, and the transport model domain is outlined by blue rectangle in which the red cross indicates the potential pollution source.

Figure 7a: Simulated heads don’t match the measurements very well, especially at locations of high elevations.

Figure 8a: Heterogeneous permeability of the top layer (layer 6) estimated by pilot points calibration.

Figure 8b: Simulated heads on the top layer.

Figure 9a: Simulated path lines indicating the pollutants from the sources will be discharged to the two creeks north of the site.

Figure 9b: Average travel time the layer 3, 4, and 5 are 690, 538, and 280 years, respectively.

### Hybrid model

Owing to the flexibility of CVFE grids discussed above, a hybrid Basin model was conveniently developed with fine resolution around the contaminated site based on the uniform-grid model (Figure 9). The grid resolution smoothly transitions from 500m (plan view grid block size) away from the contaminated site to
62.5 m near the site (1:8 ratio). The fine resolution extends to the fluid discharge areas along the creeks, covering potential contaminant moving area estimated by particle-tracking simulation. The first task is to insure consistency between this hybrid model and the calibrated uniform-grid model. Using the permeability values from the calibrated model, the hybrid model was evaluated with field measurements. The average relative error of heads at 98 observations is only 0.07%, and that of the discharge is less than 5%. The comparison suggests close match of the head and discharge between the hybrid model and the uniform grid model. This result also demonstrates that the grid resolution is appropriate for the coarse grid model [Figure 10].
Conclusion

This study presents a general procedure for development and calibration of a regional groundwater flow model. The powerful capability of CVFE to couple multi-scale sub-models into the coarse large-scale model is also demonstrated. The basin flow model provides necessary boundary conditions for the contaminant transport model. The future work is to develop the separate transport model. The domain is approximately 5 km by 7 km, covering potential contaminant moving area according to particle tracking simulation (Figure 10). The mesh system consists of 500,000 grid blocks with 62.5 m space. The fixed head boundary is obtained from the coarse-grid basin model in this study. Unlike predefined hybrid grid, the refined child grids could be embedded anywhere, anytime during the large-scale basin model development. This posterior patch capability will provide a promising foreground of applications in multi-scale saturated-unsaturated flow system and subsurface-surface watershed modeling area [Figure 11].
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